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ABSTRACT. Doubt is raised that revolutions in measurement theory, for example
conjoint measurement or Rasch measurement, will lead to the quantification
of psychological attributes. First, the meaning of measurement is explained.
Relying on this, it is demonstrated that in order to attain quantification under
causally complex circumstances it is necessary to manipulate the phe-
nomena involved and control systematic disturbances. The construction of
experimental apparatus is necessary to accomplish these tasks. The creation
of modern quantitative science through the adoption of this method is called
the Galilean revolution. Next the Millean quantity objection is formulated.
If the Galilean revolution is not possible in psychology, the task of quantifi-
cation is not solvable. The objection is defended. Psychological phenomena
are neither manipulable nor controllable to the required extent. Therefore
they are not measurable.
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... it is true that if there were no phenomena which are independent of all
but a manageably small set of conditions, physics would be impossible.

(Wigner, 1960, p. 4)

Recently, Joel Michell (2000, 2004) has described quantitative psychology,
and psychometrics in particular, as a pathological science. He points out that
psychometricians never seriously attempt to find out if psychological attributes
are really measurable, but assume that they are. Similar objections have been
raised before (Brown, 1934; Fischer, 1968, 1974; Wright, 1997; Wright &
Linacre, 1989). But Michell goes a step further. According to him, psycho-
metrics additionally suffers from a methodological thought disorder. Not only
has the quantitative hypothesis never been satisfactorily tested, but this fact is
purposely disguised by a flawed conception of measurement.
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However, Michell (1990, 1997, 1999) believes that the situation isn’t
hopeless. Psychologists must simply start testing the hypothesis that psy-
chological attributes are quantitative. He praises the theory of conjoint
measurement as developed by Luce and Tukey (1964) as a revolution in
measurement theory, because it may finally allow the measurement of psy-
chological attributes. Rasch models for measurement (Rasch, 1960/1980)
are celebrated for similar reasons (Andrich, 1988, 2004; Blais, 2003). Rasch
models and probabilistic models in general arouse much more interest
among psychologists because they seem to account for the non-deterministic
behavior of human beings. It is argued that in psychology deterministic
models for measurement are inappropriate since ‘what a human being
actually does seems quite haphazard, none less than radioactive emission’
(Rasch, 1960/1980, p. 11). Therefore supporters of probabilistic theories
prefer, like in modern physics, ‘models which are indeterministic, where
chance plays a decisive role’ (Rasch, 1960/1980, p. 11).

In my view this confidence is not well founded. As I will argue, it is not
a revolution in measurement theory that psychology needs, but rather what
I will call the Galilean revolution. As Kurt Lewin (1931) emphasized, it is the
transition from the Aristotelian to the Galilean scientific method which must
take place in psychology in order to transform it into a quantitative science.
Unfortunately Lewin missed some important aspects of Galileo’s innovative
experimental method. Before I expand upon this assertion I will clarify what
measurement is, why we can measure some attributes, and how we can find out
if they are measurable. Next I will describe the role of the Galilean revolution
for the task of quantification. Finally I will explain why I think that it is very
unlikely that the latter will ever take place in psychology.

Measurement and Quantitative Structure

As Michell (1997) discovered in a survey of the literature, Stevens’ definition
of measurement (1951) still enjoys a widespread acceptance among psychol-
ogists. This is unfortunate since, as Michell explains, it is extremely mis-
leading. Firstly, it leads psychologists to believe that measurement consists
entirely of ‘the assignment of numerals to objects or events according to
rules’ (p. 1). An immediate unfavorable result of this definition is that ‘any-
thing can be conceived as measurement, for conventionally one can always
find or stipulate some rule, with the help of which numerals could be assigned
to diversified aspects of things’ (Berka, 1983, p. 24). Secondly, it ignores the
fact that the question of measurability entails an empirical issue, namely the
question of whether the attribute involved is really quantitative. To avoid mis-
understandings it is therefore important to make clear the meaning by which
measurement should be understood.

First of all, it must be mentioned that representational measurement theory
is at present the dominant measurement theory (Krantz, Luce, Suppes, &
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Tversky, 1971; Luce & Suppes, 2002; Narens, 1985; Narens & Luce, 1986;
Pfanzagl, 1968; Scott & Suppes, 1958; Suppes & Zinnes, 1963). It is
grounded in the general theory of models as was developed by Tarski (1954).
The most basic concept of this theory is the concept of a relational system or
structure. A relational system consists of a finite set of elements, called the
domain of the relational system, and relations between these elements. It is a
purely formal system and as such contains abstract symbols. This means that
in order to apply model theory, for example, to mathematics, the symbols
must be interpreted. The elements of the relational system may be mathemat-
ical entities (e.g., numbers) in which case the relations between the entities
are mathematical relations (e.g., equality, order relations, etc.) or operations
(e.g., addition, multiplication, etc.). Such a relational system is called a
numerical relational system. If it contains empirical objects (e.g., a set of rods
of different length), the corresponding system is called an empirical relational
system. Another important concept of model theory is that of homomorphism
between relational systems. According to representational measurement the-
ory, measurement can be defined as being a homomorphism between empir-
ical and numerical structures.

According to ‘the classical view’, however, measurement always involves
the concept of quantity (Helmholtz, 1887/1998; Hölder, 1901, 1924). This
concept of measurement has recently been revived by Michell (1990, 1997,
1999). What are quantities? A quantity (e.g., length, mass, temperature, etc.) is
a kind of property empirical objects can possess which admits variation in
terms of magnitudes (Ellis, 1966; Michell, 1990). Magnitudes are specific lev-
els of a quantity (e.g., the length of an object is a magnitude of the quantity
‘length’). If we interpret a relational system in such a way that the elements are
magnitudes of a quantity (e.g., a set of rods of different length) and that the
relations between elements are relations between magnitudes (i.e., relations of
equality, order and additivity), then we obtain a quantitative structure. As
Hölder (1901) demonstrated, a homomorphism between ratios of magnitudes
of a quantity and the system of positive real numbers exists only if the rela-
tions between magnitudes satisfy certain so-called ‘conditions of quantity’ (or
axioms, as they are usually called in representational measurement theory).
For example, such conditions are: any two magnitudes of the same quantity are
either identical or different (e.g., two rods are either equal in length or not); for
every magnitude of a quantity there is another that is less (e.g., for any rod
there can be found or manufactured another one that is shorter); for every pair
of magnitudes there is another that is less (e.g., if two rods are concatenated,
there can be found or manufactured another one which is shorter); and so
forth (for a complete exposition of the conditions of quantity see Michell,
1999, chap. 3).

Classical measurement theory provides some important advantages over rep-
resentational theory. For instance, in contrast to the representational definition,
the classical definition of measurement specifies more strict selection criteria
for what is constitutive as an empirical relational system. It should therefore
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come as no surprise that representationalism allows empirical interpretations of
relational structures which, according to the classical view, certainly would not
be regarded as measurement, since they do not fit the concept of quantity (for
an example, see Krantz et al., 1971, pp. 87–88). Furthermore, as Michell (1997)
points out, the classical concept is closer to measurement as it is defined in the
physical sciences, namely as ‘the estimation or discovery of the ratio of some
magnitude of a quantitative attribute to a unit of the same attribute’ (p. 358).

In conclusion, an attribute must satisfy the conditions of quantity in order to
be measurable. Hence, if we want to know if psychological attributes are
quantitative in the same sense as physical quantities, we must ask if they
possess quantitative structure. This is in my view the only non-trivial question
to be asked with regard to the measurability of psychological attributes.
Notice that, in this sense, no psychological attribute has ever been measured
(Blinkhorn, 1997; Cliff, 1992; Schönemann, 1994).

Conditions of Quantity as Empirical Hypotheses

Relying on the classical view, the question of why we can measure some
attributes can be answered in a straightforward manner: some attributes are
measurable because they possess quantitative structure. The next question we
must ask is: how can we decide whether or not an attribute is quantitative?
The method of finding out if some attribute satisfies conditions of quantity is
part of what Michell (1997, 1999) calls the scientific task. (For the sake of
completeness it should be mentioned that this is only the first part of the task
of quantification. The second part is the instrumental task, which consists of
the development of measurement instruments. Obviously the scientific task
must always precede the instrumental task.) It must be stressed that ‘the
hypothesis that some attribute is quantitative is a quite specific hypothesis,
one never logically necessary’ (Michell, 1999, p. 67). That is, quantitative
structure can be ascribed to an attribute only if it empirically satisfies the
conditions of quantity. The scientific task therefore always implies testing
empirical hypotheses.

The first and therefore most basic condition of quantity structure demands
that ‘any two magnitudes of the same quantity are either identical or different’
(Michell, 1999, p. 52). Let me take for the purpose of illustration conjoint mea-
surement theory, which applies to situations where it is assumed that an attrib-
ute is affected by two or more components. ‘A simple example is the attribute
momentum which is exhibited by physical objects and which is affected both
by their mass and by their velocity’ (Krantz et al., 1971, p. 245). It is often
ignored that in order to make use of this theory the objects investigated must
be classifiable according to the values (or levels of magnitude) the components
possess (Krantz et al., 1971, p. 246; Michell, 1990, p. 69; 1999, p. 206). That
is, we must be able to identify objects of equal mass and equal velocity.
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It will be sufficient to focus solely on the first condition of quantity in order
to decide if psychological attributes are measurable, since it is a necessary
(though of course not sufficient) requirement for the identification of quanti-
tative structure. Moreover, notice that conditions of quantity stand in relations
of hierarchical dependence, which implies that we can very well empirically
satisfy ‘lower’ conditions of quantity (e.g., relations of equivalence) without
taking into account conditions of ‘higher’ order (i.e., relations of order or
additivity). Conversely, if we cannot satisfy subordinate conditions, the satis-
faction of the superordinate conditions is logically excluded.

We must also take into account that relations between magnitudes do not
always manifest themselves directly in relations between objects which are the
assumed bearers of the magnitudes, because, as Michell (1999) explains, ‘the
observable equivalence relation between objects (e.g., the fact that two marbles
perfectly balance one another) and the identity relation between magnitudes
(e.g., the fact that the weight of two marbles is the same) are logically distinct’
(p. 70). In view of this, it is useful to differentiate between extensive and inten-
sive quantities. Extensive quantities (e.g., length) are those for which the addi-
tivity of the quantity ‘is evident to us more or less directly from the behavior of
some objects manifesting magnitudes of the quantity’ (Michell, 1999, p. 54).
With regard to intensive quantities (e.g., temperature, pressure, electrical ten-
sion, etc.), relations of additivity are not directly observable and therefore in
principle not amenable to direct testing. Actually, in this case not even the
equivalence relation between magnitudes is directly testable. In short, if it
comes to intensive quantities, the conditions of quantity can be tested only indi-
rectly, that is, by means of an associated observable attribute in the manner
exemplified in the next section. In psychology such relations are commonly
conceptualized as relations between observables (or manifest variables) and
theoretical or hypothetical constructs (or latent variables). Since psychological
attributes can be thought of only as intensive quantities, we can restrict the
question of their measurability to asking how we can find out empirically if
intensive quantities satisfy the first condition of quantity.

Testing the First Condition of Quantity

How can we test the first condition of quantity? More precisely, how are we to
proceed if we want to identify equal levels of intensive quantities? It might be
useful to resort to an example where this task has already been accomplished
successfully. Let us take for instance Ohm’s law (1826), which specifies the
quantitative relation between tension, V, electrical resistance, R, and intensity
of the electrical current, I. In order to get started, Ohm had to combine the
same level of V with different levels of R (and the other way round) and
observe the effect of this combination on I. For brevity I will describe only
how he dealt with V. He solved the problem by making use of the empirical
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fact discovered by Oersted that a freely turning magnetic needle attached to
a string is deflected by the presence of an electric current in a nearby con-
ductor (Bordeau, 1982). That is, Ohm used the degree of deflection, D, as an
indicator for the degree of strength of V. The observable is in this case already
a measurable extensive quantity, and equal levels of D can therefore easily be
determined. The logic behind this strategy is: whenever the needle rests at a
certain angle and if no other factors (such as the material composition of the
resistors, the magnetic field of the earth, the tension in the string to which the
magnetic needle is attached, etc.) systematically disturb the investigated rela-
tion, we can confidently conclude that V is constant at a determinate level of
magnitude. This, in principle, is the method for determining equal levels of
intensive quantities.

Notice, however, that we cannot simply make the inference that if the
observable attribute is equal in level of magnitude, then the corresponding
hypothetical construct must also be equal in level of magnitude. For instance,
it is often assumed in psychology that persons with an equal total score on
some test are equal in ability. Such inference is not permissible without further
empirical justification, since, as Ohm’s (1826) case illustrates, equal levels of
D might very well be determined by different levels of V in combination with
some other factors also influencing D. That is, we cannot take for granted that
equal levels of some manifest variable necessarily correspond to equal levels
of some latent variable, but we must ascertain by experiment that this really is
the case.

In conclusion, the procedure to quantify intensive quantities consists,
firstly, in varying the hypothetical construct in intensity or keeping it constant
at some level and, secondly, in observing the effect the manipulation has on
an observable. We must also make sure that no disturbances interfere with the
relations investigated. (I will return to this important point in some detail in
the next section.) Actually this method corresponds to what Mill (1843/1974)
refers to as ‘the method of concomitant variations’ (pp. 398–403). It is con-
sidered the most efficient and most often used method of causal analysis
(Cook & Campbell, 1979; Tetens, 1987). Furthermore, although we cannot
observe levels of the theoretical construct directly, we must nevertheless be
able to manipulate it in intensity independently of the observable; otherwise
we will not be able to apply the method described (cf. Johnson, 1936, 1945,
1954). Ohm, for instance, manipulated V with the help of a thermocouple,
which is a device that relies on the empirical fact that the junctions of dis-
similar metals, when maintained at different temperatures, produce a constant
flow of current through an electrical circuit (Bordeau, 1982).

Experiment, Apparatus and Disturbances

We have just seen how physicists proceed in order to quantify intensive quan-
tities. Let us now focus on what really makes them so successful in solving
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the scientific task. First of all note that Ohm (1826) solved it by means of
experiment. This is no exception but rather the rule. As a matter of fact in
physics the task of quantification usually involves the use of experiment.
In his General Considerations Concerning Scientific Apparatus, Maxwell
(1890/1965) explains:

In designing an Experiment the agents and phenomena to be studied are
marked off from all others and regarded as the Field of Investigation. All
agents and phenomena not included within this field are called Disturbing
Agents, and their effects Disturbances; and the experiment must be so
arranged that the effects of these disturbing agents on the phenomena to be
investigated shall be as small as possible. (p. 505)

In short, there are two important uses of experiment. Firstly, in experiment
we manipulate agents (or causes) and observe how this manipulation affects
phenomena (or effects). Secondly, in experiment we control disturbances.
For example:

… in experiments where we endeavor to detect or to measure a force by
observing the motion which it produces in a movable body, we regard
Friction as a disturbing agent, and we arrange the experiment so that the
motion to be observed may be impeded as little as possible by friction.
(Maxwell, 1890/1965, p. 506)

Before I go further into details about the role of experiment for solving the
scientific task, let me add here some important remarks about the nature of
disturbances. Firstly, disturbances originate in the causal complexity of the
world. Secondly, there are basically two kinds of disturbances: random and
systematic disturbances. Methods suited for dealing with random distur-
bances are not suited for treating systematic disturbances, and vice versa.
That is, while random error can be dealt with by means of some statistical the-
ory (e.g., the Gaussian theory of errors), there is no general theoretical solu-
tion for the problems posed by systematic error (Taylor, 1997). The only way
to deal with the influence of systematic disturbances is by controlling it in
experiment. For example, we can try to keep it constant or isolate it (Parthey
& Wahl, 1966, pp. 167–174). Systematic disturbances might also be included
in the field of investigation, in which case they are phenomena to be studied
in their own right. Note that there is no essential difference between phe-
nomena and disturbances. In nature there are only causes and effects. Of
course, the influence of systematic disturbances usually cannot be entirely
controlled. However, it is sufficient to reduce it to the level of random distur-
bances, at which point they can be dealt with by means of error theory. In con-
clusion, the problems posed by systematic disturbances are not theoretical
problems. They can only be solved by experimental—not theoretical—means.

Consequently, if it comes ‘to questions of how to apply the abstract meas-
urement principles to fallible or incomplete data’ (Cliff, 1992, p. 189), we
must always take into account both kinds of error. In particular, with regard
to the application of measurement theory in psychology, problems posed by
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disturbances cannot be dealt with indiscriminately by theoretical means; nor
can they be dealt with by probabilistic theories of measurement (Bradley &
Terry, 1952; Rasch, 1960/1980; Thurstone, 1927, 1959), by random additive
conjoint measurement (Falmagne, 1976, 1978), by algebraic or probabilistic
theories of thresholds (Block & Marschack, 1960; Fechner, 1860; Fishburn,
1973; Lipps, 1906; Luce, 1956), or by any similar theoretical approach
(Karabatsos, 2001, 2005, 2006; Scheiblechner, 1995, 1999). In view of
systematic errors, all measurement theories, whether construed as deterministic
or probabilistic, are on equal footing and the problems described subsequently
apply to all without exception.

Furthermore, it would be imprudent to treat the problem of systematic
disturbances lightly. Consider that in order to apply measurement theory one
needs not only a way of identifying values of the attributes involved, but also
‘some way of, first, identifying and, then, controlling other relevant causes
[i.e., systematic disturbances], so that the features of the data diagnostic of
additive [i.e., quantitative] structure are not swamped by error’ (Michell, 1999,
pp. 206–207). In short, the failure to control systematic disturbances renders
the discovery of quantitative structure impossible. At some point Ohm, for
example, observed that the strength of the electrical current decreases rapidly
over time. He rightly suspected that the cause for the loss of strength was due
to the voltaic cells used as source of electricity. Only after replacing them
with a thermocouple was he able to control the systematic disturbance caused
by the source of electricity and thereby attain the required constant tension
in the electrical circuit (Ohm, 1826, pp. 139–144; see also Teichmann, 1977).
If, on the other hand, he would not have been able to control this or other
systematic disturbances he would not have been able to establish his law.
Indeed, the art of experimentation consists to a considerable extent of the
identification and control of disturbing factors.

Let me now return to the role of the experiment for the discovery of quanti-
tative laws. It is often not appropriately understood that in the presence of sys-
tematic disturbances the particular kind of experiment described by Maxwell
is unavoidable (for an overview of types of experiment, see Parthey & Wahl,
1966, chap. 7). That is, what is required in this case is the construction of
experimental apparatuses or machines. Notice also that the use of apparatus
presupposes a deliberate act of design and construction. In general we don’t
use natural objects (i.e., objects as we find them in nature) for the purpose of
apparatus construction; we usually have to tool and machine them first. The
task of apparatus construction therefore typically involves the use of artificial
objects (Dingler, 1921; Tetens, 1987). To give another example: it is seldom
acknowledged that the second law of motion, which is a statement relating
force, mass and acceleration, was confirmed empirically some time after
Newton (1687/1999) formulated it. It was George Atwood (1784) who made
up a simple but nevertheless ingenious apparatus to verify it (Hanson, 1965,
pp. 99–105). Strictly speaking, until Atwood’s experiment, Newton’s second
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law was just a quantitative hypothesis. The modern version of the apparatus,
now known as Atwood’s machine, connects two objects of different mass by a
string passing over a pulley. None of the components of the Atwood machine
are natural objects. The pulley is a wheel with a groove along its edge, for
holding the string. It must be worked in such a way that it is as round as pos-
sible. Moreover, the groove must be machined so that the friction it causes is
reduced to a minimum. The string must be manufactured of such a material
that the tension is the same all along its length, which implies that the string
is as inelastic as possible. The objects accelerated are all manufactured of the
same material, are of regular geometrical shape, and so on. Certainly, appa-
ratus must be installed in a laboratory in order to shield the experiment against
atmospheric factors like temperature, humidity, wind, and so forth.

Finally, as explained above, if the data are superimposed by systematic
error, no quantitative structure can be discovered. Under such adverse cir-
cumstances the scientific task of quantification can be solved only through the
construction of apparatus. This is actually a matter of definition. For, under
causally intricate circumstances quantification can be obtained only by inter-
vention on the part of the experimenter, in the manner exemplified by Ohm’s
(1826) apparatus or Atwood’s (1784) machine. The action of disjoining an
undifferentiated and interwoven bundle of causal relations, as usually offered
by nature, and systematically joining together the cause–effect relations of
interest, while controlling disturbing factors, is what the construction of an
apparatus essentially consists of. That is, the result of the activity of ‘taking
apart’ and ‘putting together’ is what is called ‘experimental apparatus’.
Hence, against the causal complexity of the world the measurability of
quantitative attributes cannot be discovered without the help of apparatus.
(Of course, not all experiments involve the use of apparatus and not all
apparatuses are constructed for the purpose of the discovery of quantitative
laws or even for an experimental or scientific purpose.) There is just one
exception to the rule: if nature spontaneously behaves like an apparatus
‘we may discover, by mere observation without experiment, a real uniformity in
nature’ (Mill, 1843/1974, p. 386). Or as Cartwright (1999) states: ‘Sometimes
the arrangement of the components and the setting are appropriate for a law
to occur naturally, as in the planetary system; more often they are engineered
by us, as in a laboratory experiment’ (p. 49; see also Boumans, 2005).

The Galilean Revolution

Relying on the previous sections, I will explain now what I mean by the
Galilean revolution. Galileo was the first scientist to realize that in order to
discover laws of nature it might not be sufficient to rely on the method of
passive observation, as supporters of Aristotelian physics believed. Rather, one
must actively intervene in the course of nature and deliberately manipulate
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the phenomena of interest. Galileo also clearly recognized that the divergence
between some theoretical idealization, like his law of free fall, and ‘the
intractable irregularity of the real world’ (McMullin, 1985, p. 248) doesn’t
necessarily invalidate the former. That is, contrary to his Aristotelian oppo-
nents, he did not accept that because of divergences between theory and
empirical observation, we must give up the idea that ‘the book of nature’ is
written in the language of mathematics, because, as he emphasized, they may
be due to impediments and irregularities active in experimentally uncon-
strained nature (for details see McMullin, 1985). Galileo also was the first to
recognize that we must consider two kinds of disturbances: some which are
so ‘large’ that they interfere to such an extent that they impede the discovery
of laws of nature and others which are so ‘small’ that they don’t endanger the
process of discovery (Koertge, 1977). But most importantly, he realized that
disturbances can be reduced or removed through the construction of apparatus;
that through apparatus construction, the different causal threads active in
nature can be taken apart and investigated separately. As a matter of fact, he
constructed the first such apparatus, an inclined plane, to empirically verify
his quantitative hypothesis about the law of free fall (Galilei, 1638/1991,
pp. 178–179). The change in scientific practice initiated by Galileo marked
a revolutionary turn in the natural sciences. The Aristotelian view which had
until then dominated academic physics was now surpassed by this new phi-
losophy of experimentation. Aristotelian physicists rejected the idea that laws
of nature can be discovered with the help of machines. They argued that what
are revealed through apparatus construction are not really empirical laws,
since the observed regularities are forced upon nature by mechanical means
whereby nature is, so to speak, outwitted instead of being really deciphered
(Mittelstrass, 1970, pp. 172–174; 1972).

Despite its importance, the role of experiment, and of experimental appa-
ratus in particular, has until recently gone almost unnoticed in the philosophy
of science. The earliest extensive philosophical appreciation of the use of
experiment is to my knowledge Hugo Dingler’s Das Experiment (1928).
Dingler’s thoughts were received and refined by methodological constructivism
(Butts & Brown, 1989; Janich, 1985, 1997; Lorenzen, 1987, Tetens, 1987).
The importance of apparatus has been rediscovered independently of this
development in the context of so-called ‘new experimentalism’ (Ackermann,
1989; Franklin, 1986, 1990; Galison, 1987; Gooding, Pinch, & Schaffer, 1989;
Heidelberger & Steinle, 1998; Radder, 2003).

Reflection on the role of apparatus led some philosophers of science to
question central aspects of the traditional, realist view about laws of nature.
For instance, Cartwright (1999) challenges the basic assumption of realism
that laws of nature are universally true (i.e., apply everywhere in the universe).
She argues that almost all physical laws are ceteris paribus laws since they are
obtained only under controlled laboratory conditions and are therefore true
only under these experimentally constrained circumstances. Hacking (1983)
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questions another aspect of the realist view, namely the idea that laws of
nature exist independently of experiment. He claims that within experiment,
phenomena are not discovered but created. According to him, this doesn’t
imply that scientists can create phenomena at will, as someone might object,
but that they did not exist out there in nature before their realization in exper-
iment. A similar, anti-realist view was already supported by Dingler much
earlier; most emphatically in his lecture Der Glaube an die Weltmaschine und
seine Überwindung (1932). He also argued that laws of nature are not really
a matter of discovery but of making. Some of his disciples, like Janich (1978)
and Tetens (1987), also vigorously denounce the traditional view as mis-
representing the facts. Instead of laws of nature they prefer to speak of
Apparategesetze (‘apparatus laws’), since, strictly speaking, the regularities
created in experiment apply only to and are only valid of experimental appa-
ratus. But as Kroes (2003) recently demonstrated, as a rejoinder to Hacking’s
challenge, realism can account just as well for what is happening in an exper-
iment (cf. also Franklin, 1984).

In my view both positions, although apparently contradictory, are logically
valid descriptions of experimental practice; but, unfortunately, given limited
space I cannot go further into details. For my purpose it is only important to
realize that none of the aforementioned anti-realist philosophers dispute the
necessity and usefulness of the experimental method. Most importantly, they
don’t question that ‘laws of nature’ are usually established under laboratory
conditions with the help of experimental apparatus. Accordingly, they don’t
propose to change or even improve what scientists are really doing, but want
to offer what they believe is a more accurate account of the epistemology of
apparatus. For these reasons the conclusions with regard to the possibility of
measurement in psychology are not affected by which philosophy of appara-
tus one prefers. That I make use of the traditional view as a theoretical frame-
work for my critique is solely a matter of convenience and as such is
determined by the fact that realism is the dominant view in the natural sci-
ences in general and in psychology in particular. I could just as well have for-
mulated my objections in the anti-realist language of constructivism
(Trendler, 2006).

The Millean Quantity Objection

As explained above, in the face of causally intricate circumstances the scien-
tific task of quantification requires the construction of apparatus. Only through
the construction of experimental apparatus is it possible under these circum-
stances to manipulate the attributes of interest and control disturbances to
such an extent as to allow testing conditions of quantity. Conversely, if the
relevant factors cannot be handled through apparatus construction, the task
of quantification is not solvable. With regard to psychology this implies:
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if psychological phenomena are not dependent or cannot be made to depend
on a manageable set of conditions, then they are not measurable.

Let me call this the Millean quantity objection, since, to my knowledge, it
was John Stuart Mill (1843/1974, pp. 379–387) who initially advanced it.
Although he does not explicitly argue that the quantification of psychological
attributes is impossible, the objection can easily be deduced from his argu-
mentation. First, he states that in order to discover laws of nature we may
have recourse ‘either to observation or to experiment; we may either find an
instance in nature suited to our purposes, or, by an artificial arrangement of
circumstances, make one’ (p. 381). Following this, he points out that if it is
not possible to apply either of the two methods, no laws of nature may be dis-
covered. As an exemplar of such unfavorable situations he mentions psycho-
logical phenomena. He draws attention to the fact

… that in every instance in which we see a human mind developing itself,
or acting upon other things, we see it surrounded and obscured by an indef-
inite multitude of unascertainable circumstances, rendering the use of the
common experimental methods almost delusive. (p. 384)

Considerable time has passed since Mill formulated his objection, so one
might wonder if it still applies today. Maybe revolutionary developments in
measurement theory render it obsolete? On the contrary, as I will argue in the
next section, the substantial progress made in measurement theory mainly in
the second half of the last century makes the objection even more compelling.

The Case against Measurement in Psychology

To begin with, the method of observation is, as previously argued, suited for
the discovery of quantitative structure only if circumstances in nature are such
that the influence of systematic disturbances is negligible. This is obviously
not the case in psychology. There is also no dispute among psychologists that,
just as in physics, systematic disturbances must be accounted for by means of
experimental control (Goodwin, 1995; Nunnally, 1978; Pedhazur & Pedhazur-
Schmelkin, 1991; Rosenthal & Rosnow, 1991). Hence, in order to test the
hypothesis that psychological attributes are quantitative, there is no alternative
but to make use of experiment.

There can also be no doubt that psychological phenomena can be manipu-
lated and controlled to some extent. However, it is far from evident that they
are manageable to the degree required by measurement theory. For example,
most psychologists will agree that motivation can be manipulated by means
of different amount of reward (e.g., amount of money). But, as explained
above, in order to begin solving the scientific task we would have to test the
first condition of quantity: that is, we would have to determine motivation in
test subjects in such a way that we obtain equal levels of motivation in the
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same subject (or in different subjects) for over the time of the experiment. As
also already explained, we cannot take for granted that equal levels of an
observable necessarily correspond to equal levels of the associated hypothet-
ical construct. That is, equal amounts of reward might not automatically lead
to equal levels of motivation. In order to identify equal levels of motivation
we would have to make use, for instance, of the method of concomitant varia-
tion, as exemplified by means of Ohm’s (1826) experiment. If we assume in
addition that there is a causal relation between motivation and the reaction
time for some test items, then the result we must ultimately aim at is: if the
same amount of reward is applied and if no systematic disturbances interfere,
then the resulting reaction time must be equal in value, in the limits of ran-
dom errors, over experimental replications. Only if this criterion is empiri-
cally satisfied can we confidently conclude that equal amounts of reward
generate equal levels of motivation.

But isn’t this a utopian objective? Admittedly, if testing the conditions of
quantity fails, it does not automatically follow that there is no quantitative
structure to be discovered; we might reasonably conjecture that systematic
disturbances have impeded the discovery. However, if one opts for the second
alternative, one would have to seriously contemplate how the control of the
assumed disturbances can be accomplished. For instance, one would have
to make sure that no other factors (e.g., ability, learning, attention, etc.) influ-
ence performance in a systematic way. Control could be achieved by keeping
disturbances constant at a certain level over the time of the experiment.
Unfortunately this strategy confronts us with the same problem all over again,
since how should we identify, say, constant levels of ability? Another option
would be to isolate motivation from the influence of ability and of the other
systematic disturbances. Obviously this is even less practicable.

But, it might be argued that although the resources of psychology are indeed
insufficient to solve the scientific task, progress in other substantive areas like
neurophysiology may provide the necessary access to psychological pheno-
mena. If we adopt this approach we must of course take the neurophysiological
structure of the brain as the material substrate of psychological phenomena
(cf. Krech, 1950). Furthermore, notice that this approach is only promising if
psychological attributes are at least clearly localizable; otherwise we would
be confronted with the problem of causal entanglements again. Unfortunately,
the hypothesis of distinct cortical localization (Finger, 1994, chap. 3) has
been clearly refuted, since, as modern neurosciences inform us, the brain is a
dynamically adaptive and flexible system (Cabeza & Kingstone, 2006; Crick,
1979; Fuillet, Dufour, & Pelletier, 2007; Kandel, Schwartz, & Jessell, 2006;
Kertesz, 1994; Mesulam, 2000; Nicolelis & Ribeiro, 2006; Posner, Petersen,
Fox, & Raichle, 1988; Raichle, 1993). Hence, at present it is certainly not
possible to identify specific levels of magnitudes of psychological attributes
simply by observing the working of the brain. Furthermore, in my view it is
also unlikely that present knowledge about the dynamism and holism of brain
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activity will be reversed in the future in favor of some strict localization
or that the brain will turn out to be such simple ‘apparatus’ as required by
measurement theory.

Actually, and most importantly, in face of the causal complexity of brain
activity we would have to consider applying the method adopted in physics to
deal with such problems, namely the Galilean method of apparatus construc-
tion. That is, we would have to envisage an active intervention in the sense of
‘straightening the course of nature’ by disjoining the relevant causal threads
and rejoining only those of interest, so that optimal conditions are set up for
quantitative relations to manifest themselves. But, to return to the example
above, and putting aside ethical concerns and the problem of identifying
neurological representations of psychological phenomena: how should we
‘slice and dice’ the brain of a test subject in such a way that only motivation
influences reaction time and that all other factors which might additionally
influence behavior are under control? Obviously the Galilean procedure is
inapplicable in psychology.

In conclusion: psychological phenomena are not sufficiently manageable.
That is, they are neither manipulable nor are they controllable to the extent
necessary for an empirically meaningful application of measurement theory.
Hence they are not measurable. In my view no substantial progress will be
reached in psychology until we accept psychological phenomena as they really
are, namely in their natural ‘muddled’ state. It might be cold comfort, but
physicists would find themselves in the same hopeless situation if they were
not to be allowed to construct apparatus (see Cartwright, 1999, chap. 3).

Conclusions

In essence, I have argued that in psychology the extremely successful
Galilean method reaches the limits for its successful application. The problem
is not that psychological systems are more complex than physical systems;
they might be, but the crucial difference is that, contrary to physical pheno-
mena, psychological phenomena cannot be made to depend on a small set of
manageable conditions. In other words, the very effective method used in
physics of manipulating and controlling phenomena through apparatus con-
struction is not applicable in psychology. This difference explains in my view
the success of quantification in physics since Galileo and conversely the fail-
ure of similar attempts in psychology since Fechner, and this is also the rea-
son why I believe that the Galilean revolution never happened in psychology.

In his commentary of the publication of the last two volumes of Foundations
of Measurement (Luce, Krantz, Suppes, & Tversky, 1990; Suppes, Krantz,
Luce, & Tversky, 1989), Norman Cliff (1992) points out that representational
measurement theory, and conjoint measurement theory in particular, had no
impact on psychology. He therefore calls conjoint measurement ‘the revolution
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that never happened’ (p. 186). For different reasons he also is not optimistic
that the situation will ever change. But Michell (1999) resists this pessimistic
outlook and insists in calling conjoint measurement ‘the revolution that hap-
pened’ (p. 193). In my opinion this dispute is beside the point. Conjoint meas-
urement theory might be a revolution that happened in measurement theory,
but it is actually irrelevant to psychology. It is the Galilean revolution psychol-
ogists would have to unfold. Unfortunately, as it turns out, it is the revolution
that cannot happen.

We must now also recognize that Norman Campbell (1920, 1928) was right
after all about the non-measurability of psychological attributes. But he was
right for the wrong reason. Campbell and those following him (e.g., Guild,
1938) mistakenly believed that the only form of fundamental measurement is
by means of the empirical concatenation operation, a conviction Campbell
(1928) expressed in his second law of measurement. But, as conjoint meas-
urement theory demonstrates, even if the operation of concatenation is not
applicable to psychological attributes, it doesn’t necessarily follow that they
are fundamentally non-measurable (Michell, 1990). From my point of view
the optimism which might be accorded to this statement is highly exaggerated.
In psychology we cannot even satisfy Campbell’s first law of measurement
(see Campbell, 1928, chap. 1), which contains the demand for equivalence
between magnitudes. Paradoxically Campbell was not too restrictive with
regard to psychology, but too lenient. It is remarkable that attempts at quan-
tification in psychology fail at such an early stage.

The reader might wonder what the implications are for psychology as
a quantitative science. It has repeatedly been stressed that the use of classical
test theory and of the so popular linear models of statistical analysis (e.g.,
analysis of variance, linear regression or factor analysis) requires that data
are quantitative (Fischer, 1968, 1974; Sixtl, 1982, 1985, 1998; Wright,
1997; Wright & Linacre, 1989; Wright & Masters, 1982). This cannot be
overstated, since, as Wright (1997) notes, ignoring the quantitative impera-
tive ‘is why so much social science has turned out to be no more than tran-
sient description of never-to-be-reencountered situations, easy to contradict
with almost any replication’ (p. 35; see also Barrett, 2008). Accordingly,
measurement theory is thought to offer a remedy against this regrettable
state of affairs. Unfortunately, the conclusion reached here is that it is not.
That is, the application of measurement theory, irrespective whether it is
construed as deterministic or probabilistic, is also not relevant to achieving
substantial progress in psychology. Other, more suited methods for the
domain of psychology must be found. It might therefore be wise to seri-
ously reconsider Johnson’s recommendation: ‘Those data should be meas-
ured which can be measured; those which cannot be measured should be
treated otherwise. Much remains to be discovered in scientific methodol-
ogy about valid treatment and adequate and economic description of non-
measurable facts’ (Johnson, 1936, p. 351).
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